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SUMMARY

The statistical principles of fully adaptive designs are outlined. The options of flexibility and the price to be paid in terms of statistical properties of the test procedures are discussed. It is stressed that controlled inference after major design modifications (changing hypotheses) will include a penalty: Intersections among all the hypotheses considered throughout the trial have to be rejected before testing individual hypotheses. Moreover, feasibility in terms of integrity and persuasiveness of the results achieved after adaptations based on unblinded data is considered as the crucial issue in practice. In the second part, sample size adaptive procedures are considered testing a large number of hypotheses under constraints on total sample size as in genetic studies. The advantage of sequential procedures is sketched for the example of two-stage designs with a pilot phase for screening promising hypotheses (markers) and controlling the false discovery rate. Finally, we turn to the clinical problem how to select markers and estimate a score from limited samples, e.g. for predicting the response to therapy of a future patient. The predictive ability of such scores will be rather poor when investigating a large number of hypotheses and truly large marker effects are lacking. An obvious dilemma will show up: More optimistic selection rules may be superior if in fact effective markers exist, but will produce more nuisance prediction if no effective markers exist compared with more cautious strategies, e.g. aiming at some control of type I error probabilities. Copyright © 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Adaptive designs in clinical trials have been used in the past to tackle various types of problems: e.g. in early phase dose–response clinical trials for an efficient estimation of doses associated with
a certain level of toxicity or effectiveness when using response-dependent dose escalation or, in later phases, when using response-dependent randomization, e.g. to reduce the number of patients treated with inferior treatments [1]. Over the last decade, a new type of adaptive design that allows flexible interim decisions has provoked an ongoing and intensive discussion among biometricians [2, 3]. Whereas for conventional designs in general the main features of the design have to be completely pre-specified, adaptive designs allow for changes of essential features of the design based on data from inside or outside the ongoing trial without compromising on the type I error rate. The striking property is that in principle there is no need to pre-specify the type and details of the potential adaptations in advance. The construction of tests in such adaptive designs relies on the very simple principles that open an enormous amount of flexibility. Clearly when extending conventional methods in such a radical way a price will have to be paid for the many options offered by adaptive designs.

In the following, a short introduction is given about the principles of constructing such adaptive tests. Then, the inferential problems resulting from these simple principles are discussed, most importantly that these tests violate the sufficiency principle. The discussion closes with the important issue of feasibility: How can we maintain integrity and persuasiveness of the results after flexible decisions have been performed based on unblinded data?

The second part of the paper deals with a problem with which biometricians are increasingly confronted. For example, in gene expression or gene association studies the experimenter deals with an extremely large number of markers (and associated hypotheses), but due to constraints on resources sample sizes are rather small. It is shown how, in the situation of constrained costs, adaptive sequential procedures can improve the power when promising hypotheses are screened at earlier stage with small sample sizes, to be investigated further at later stages with larger sample sizes. These procedures are ‘adaptive’ in the sense that sample sizes at later stages depend on the random number of screened hypotheses. The criterion used for selection is the false discovery rate (FDR) which is estimated from the data (thus leading to ‘adaptive’ decision boundaries). Finally, we push the problem further and consider prediction: What can we expect, if in samples of patients responding and not responding to a particular therapy markers are selected and used to construct a score for prediction of response in future patients. The predictive ability of such estimated scores is investigated by simulating their receiver operating characteristic (ROC) curves. Some general arguments will be given in the closing section.

2. FULLY FLEXIBLE DESIGNS

Currently, there is discussion relating to the concept ‘fully flexible’ designs where no fixed adaptation rule is given in advance as opposed to the so-called ‘planned flexible’ designs, where flexibility follows a strict predefined adaptation rule. Although in the latter case the type I error rate of a test based on the conventional (sufficient) statistics can be calculated in principle (and therefore can also be adjusted to control a given overall level \(\alpha\)), in the first case no test exists which fully exploits the alpha level [4].

2.1. The combination test principle

To keep things simple we consider a two-stage design with a single interim analysis, the generalization to more than two stages being straightforward. We deal with a one-sided test of the mean
of a normal distribution, variance known ($\sigma^2 = 1$), with the null hypothesis $H_0: \mu = 0$ versus the alternative $H_1: \mu > 0$. In a conventional group sequential two-stage design, the test statistic in the interim analysis is based on the mean of the $n_1$ observations at the first stage. In the final analysis, the test statistic is calculated from the overall mean after pooling the $n_2$ observations of the second stage with the $n_1$ observations of the first stage. In a fully flexible design, the interim analysis is based on the same test statistics as the group sequential test. However, in the final analysis instead of pooling the two samples from stages 1 and 2, the two separate test statistics from the disjoint samples are combined according to a predefined combination function [5, 6]. Suitable test statistics include the $p$-values $p_1$ and $p_2$ or z-scores $z_1$ and $z_2$ from the disjoint samples. Examples of combination functions considered in the literature are Fisher’s product criterion $p_1 p_2$ [6] or the linear combination of z-scores which is identical to the so-called inverse normal combination function $w_1 z_1 + w_2 z_2 = w_1 \Phi^{-1}(1 - p_1) + w_2 \Phi^{-1}(1 - p_2)$, $w_1^2 + w_2^2 = 1$ [7, 8]. If the $p$-values are calculated from the stage-wise z-scores, the inverse normal combination functions in group sequential designs correspond to the sufficient test statistics if the weights are pre-fixed as the square root of the fractions of the total sample size planned for the first and second stages, respectively, i.e. $w_1 = \sqrt{n_1/(n_1+n_2)}$, $w_2 = \sqrt{n_2/(n_1+n_2)}$. Both combination functions have been proposed for meta analysis when combining evidence from independent trials (e.g. [9]). Now, the crucial point is that under the null hypothesis $H_0$ the stage-wise test statistics under fairly general conditions [10] preserve their distributional properties even when adaptations have been performed in the interim analysis. In our example, such an adaptation may be an increase in the second-stage sample size from $n_2$ to $\tilde{n}_2$: Whatever data from the first stage are used to determine the new sample size $\tilde{n}_2$ under $H_0$, the second-stage $p$-value $p_2$ is still uniformly distributed and independent of the first-stage $p$-value $p_1$, and the stage-wise z-scores still follow independent standard normal distributions (if at the second stage independent samples are taken). Hence, exploiting these invariance properties, critical regions derived for the non-adaptive scenario can also be applied in the adaptive scenario. Moreover, when using the inverse normal combination function ‘induced’ by the pre-planned group-sequential design and applying the same sequential decision boundaries, the adaptive combination test is identical to the group sequential test when no adaptations are performed. This principle opens a wide field: It can be generalized to other types of test problems, to more than two stages and even to the situation of a ‘continuous’ recursive application of the combination test after each observation. The latter allows to perform adaptive interim analyses at any time point and to modify the number, the timing and the decision boundaries of future interim analysis [11]. The principle can also be stretched to cover adaptations beyond sample size reassessment, e.g. when a primary variable is modified in an interim analysis. In such a situation, different individual hypotheses (or sets of hypotheses) $H_0^{(1)}$ and $H_0^{(2)}$ are tested at the two stages, respectively. However, it has to be kept in mind that in this situation the combination test addresses only the intersection $H_0^{(1)} \cap H_0^{(2)}$. This may be sufficient in some scenarios, e.g. when establishing a dose–response relationship. However, in general the question will come up as to which of the null hypotheses considered at the different stages is wrong. In this situation methods of multiple testing have to be applied to provide controlled inference on the individual null hypotheses [12–14]. Adding such a multiple testing procedure has been considered to be a major complication for the interpretation of the results of adaptive designs. However, the common (and extensively used) practice of handling design modification in conventional designs by writing amendments to the protocol simply ignores the problem of possible changes of the null hypothesis. Adaptive designs acknowledge that design modifications may be required in practice. However,
it should be clear that by starting with a large set of questions (hypotheses) at earlier stages of adaptive designs cannot be simply looked at as a tool for generating hypotheses that are then investigated in a confirmatory way at later stages. To obtain a controlled inference on the individual null hypotheses, e.g. by the closed testing principle, various intersection hypotheses including all the null hypotheses of previous stages have to be rejected before the individual null hypotheses resulting from the adaptations can be addressed. There seems to be a lack of awareness particularly in the applied field that correctly performed inference on individual hypotheses in adaptive designs asks for a penalty when essential features such as the hypotheses are changed.

2.2. The conditional error function principle

The second invariance principle behind fully flexible designs is based on the conditional error function. Assume that a conventional trial has been pre-planned for a test controlling a particular level \( \alpha \). If we look at the data at any time during the trial, the conditional error function is defined as the probability (under the null hypothesis) to perform a type I error later on, given the data up to the interim analysis \([15]\). Then we can replace the remainder of the design by any other design (sometimes called a ‘secondary’ design) which never leads to a larger conditional error than the original pre-planned design (given the data observed up to now), \([15–17]\). Such a design modification can never inflate the overall type I error rate of the original design. Clearly, this invariance principle can also be applied in a recursive way. It combines the advantages of planning a conventional design (e.g. a group sequential design) but allowing for deviations from this design if this is considered to be necessary. Hence, the spending functions for early rejections and futility stopping can be re-defined for the remainder of the trial, i.e. the number of interim analyses, sample sizes between the analyses and the decision rules can be adapted before the remainder of the design is performed. The method is of a disturbing generality, because the only restriction for design modifications is preservation of the conditional error. This even more clearly demonstrates that fully flexible designs are a larger class than group sequential designs, provided that the conditional error function can be calculated, which may become difficult if nuisance parameters are involved \([18]\). In principle, any design that includes planned flexibility with a fixed adaptation rule can be generalized to a fully flexible design if its conditional error function can be quantified. Consequently, adaptive designs are also a generalization of designs with pre-planned flexibility.

The combination test and the conditional error approach of achieving flexibility are closely related because the conditional error function induces a way of combining early data with later data, and the combination function induces a conditional error function \([11, 19]\).

2.3. Optimality

It has been argued that adaptive tests can be uniformly improved by other tests using sufficient statistics \([20, 21]\). In the first of the two papers, it is assumed that a fixed adaptation rule is followed, which defines spending functions for early rejections and early acceptance and that interim analyses are of no costs. In the second paper, the risk function considered is a linear combination of the type I error rate, the type II error rate and the expected information. The Bayes risk in the form of an expectation of this risk function over a discrete \( a \text{ priori} \) distribution on a finite grid in the parameter space is minimized. It is shown that each admissible decision rule is a Bayes rule with a solution based on the sufficient statistics. However, real life is more complex. The risk structure may and does change even during a trial. Biometricians with the experience of data safety and monitoring know that this happens often. For example, an unexpected safety issue may arise in a clinical trial.
As a consequence, a larger sample size under the experimental therapy may be required to achieve a sufficiently precise estimate of the cost–benefit relationship. Now, the original weight in the \textit{a priori}-defined risk function for the expected information may be irrelevant. The costs for additional sampling may be completely dominated by the need to get more information on a variable other than any pre-planned outcome variable. It has been shown that given the adaptation and the interim data we can again use conditionally optimal designs based on the sufficient statistics for the rest of the trial [22]. Originally one of the motivations behind adaptive design was to oppose the increasing tendency of writing amendments to conventional protocols whenever design adaptations seemed to be necessary (questioning if their impact on the type I error rate has always been fully understood). Strong arguments have been raised against the concept of mid-trial sample size reassessment in general [23]. Instead conventional group sequential designs powered at a small effect size are advocated. Such ‘overpowered’ designs lead to smaller expected sample sizes than adaptive tests with sample size reassessment based on conditional power arguments. This planning philosophy, however, will confront us with unusually large maximum sample sizes. A careful consideration of futility boundaries will be required to keep the sample size small also for parameters close to the null hypothesis. It is appropriate that sample size reassessment based on early results which are highly variable should not become standard in clinical trials [24]. However, it is generally agreed that the decision to modify the sample size may be based on various reasons, such as a change in the environment because a contender has turned up, because the market situation has changed, because one likes to switch from non-inferiority to the higher goal of superiority, because one has stopped ineffective or unsafe treatment arms and would like to reallocate the saved sample size to the remaining treatments, because of the need of additional information on safety or because of other reasons.

2.4. Weighting

When calculating the combination test statistic in the case of (sample size) adaptations, observations from different stages in general are weighted differently (due to the \textit{a priori} definition of the combination function). Although there are also other tests in use which apply different weights for different observations, the fact remains that adaptive test violates the sufficiency principle, as has been realized by several authors. As a consequence, extreme situations for absurd test decisions can be constructed, so that the adaptive test rejects while the overall mean has the wrong sign [3, 15]. It has to be mentioned that the problem of such ‘treatment × stage interactions’ has been intensively discussed already in the beginning [5, 6]. One can identify the region in the sample space where it may happen that the adaptive design rejects but not the conventional fixed sample size. Here the conditional error of the adaptive test is larger than the conditional error of the conventional fixed sample size test [24]. The bad news is that in general this may happen if reasonable sample size reassessment rules are applied, e.g. increasing the sample size if a small effect has been observed. Applying suitable early rejection and futility boundaries may help to avoid such inconsistencies. We can also apply the marginally conservative ‘dual test’ which rejects only if both the adaptive and the conventional tests based on the sufficient statistics reject (either the fixed sample test size in the total sample [25] or the pre-planned group sequential test [26]). In addition, a report of the stage-wise test statistics will help in checking the internal consistencies of the data over the trial and may be taken as a progress in transparency compared with group sequential designs. There seems to be no generally sound alternative to adaptive tests when no fixed adaptation rule is given. For the conventional (‘un-weighted’) LR test the rejection region generally depends on the value
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of the parameter under the alternative and on the distribution of the sample size which is unknown when not adhering to a pre-defined adaptation rule. Conditioning on the sample size is not sound either since in many situations the sample size is highly informative [3]. Obviously frequentist inference runs into real troubles if the sample size is random and its distribution is not known in advance. One alternative approach is, for any outcome in the interim analysis, to determine the (sample size) adaptation rule for which the un-weighted test based on the sufficient statistics has the largest conditional type I error rate. Then the level of this conventional test is adjusted from \( \alpha \) to \( \alpha^* \) so that the actual level is still not exceeding the targeted value \( \alpha \), even if an experimenter would always choose an adaptation rule that produces the largest conditional type I error rate [15, 27, 28]. As a consequence, the level is not fully exploited by the adjusted conventional test whenever the experimenter deviates from the worst-case adaptation rule. Hence, the adjusted test can be uniformly improved by applying an adaptive test using the worst-case conditional error function. Even applying the dual adaptive test, which requires also a rejection of the conventional test at the level \( \alpha \geq \alpha^* \), would uniformly improve the worst-case adjusted un-weighted test. This is at least a noteworthy property.

2.5. Adaptive designs are going beyond sample size reassessment

The weighting issue is particularly disturbing for the simple scenario of sample size reassessment. However, there are many other types of adaptations that might be of relevance in a clinical trial: Adding or skipping interim analyses, changing the error probability spending function, adaptations of test statistics (e.g. estimating scores to be used in the test statistics at subsequent stages), selecting subgroups, change or modification of the primary endpoint, discontinuing (or adding) treatment arms, changing the goal (e.g. switching between superiority and non-inferiority), changing the randomization ratio and others. I think that future merits of flexible designs will mainly arise from these more fundamental design changes. Theoretically, it may be possible that a complex decision procedure based on different aspects (efficacy, safety, patient burden and costs) could be pre-defined in a concise way. However, it will always be a hardly tractable task to derive the frequentist properties of such decision procedures considering the many parameters and assumptions behind such an exercise. It sounds like a contradiction, but quite a few researchers are appreciating the simplicity how fully flexible design achieves control of the family-wise error (FWE) rate in the strong sense by an application of the closed testing principle (considering the relatively small gain to be expected from fully modelling complicated decision procedures).

2.6. Estimation

To obtain ‘good’ estimates of the treatment effect from a clinical trial is an important task, e.g. for judging the risk–benefit relationship. However, estimation is already a demanding issue in conventional group sequential designs. In fully flexible designs, due to the lack of a pre-specified adaptation rule the sample space is not fully defined in advance and hence there are problems with quantities such as bias. There is an increasing amount of research on point and interval estimates in flexible designs including scenarios of treatment selection [7, 28–30], but much further work is necessary to understand the impact of flexibility on estimation.

2.7. Feasibility

Flexible designs require a careful planning and improved logistics to maintain integrity and persuasiveness of the results. The control of the information flow is crucial as plenty of un-blinded
material may be needed in interim analyses to achieve good decisions. This seems to be the real challenge in practice, irrespective of the rather philosophical discussion whether the frequentist machinery offers satisfactory procedures to deal with the case of a random sample size which follows an unspecified distribution. (Clearly, a rather unsatisfactory alternative is just not to allow what we cannot handle in a nice and neat way.) Who decides when and which data can be looked at, who is entitled to suggest, who to enforce trial adaptations, who has access to un-blinded material? How can sufficient confidentiality be maintained to prevent bias resulting from the flow of un-blinded information? How are decisions communicated, how can study procedures be established which allow a rapid adaptations (e.g. when treatments are stopped after an adaptive interim analysis) and how the people outside the trial be convinced that no flaws and bias have been caused by this learning from experience type of approach used within a single trial? Related to the last question, there is an important issue of how to report the results of adaptive designs. Will it be possible in scientific journals to get enough space for a thorough description of the design, the motivations for and the type of adaptations actually performed? A recent review of the literature reveals a rather disappointing picture on the average quality of planning, analysing and reporting adaptive designs [31]. From our experience we know that applications of fully flexible designs can be handled [32], but it will need a rapid collection of clean data and an intensive involvement of statistical expertise under ‘real-time’ conditions. The latter may increase the fun or frustration of biometricians, depending on their understanding of the job. I believe that feasibility in practice is and will be the critical issue against a wide application of adaptive designs in clinical trials. Education of statisticians and applied researchers and guidelines, e.g. in the field of drug development, on planning, performing, analysing and reporting adaptive designs will be required. I believe that if investigators consider flexibility as an option in the planning phase but end with good reasons to perform a conventional trial, this would help to explore the problems in the design phase.

3. TESTING A LARGE NUMBER OF HYPOTHESES

Now a situation is considered which biometricians are confronted with more and more. In gene expression or gene association studies, researcher use to deal with a large number of markers, for example, when they are trying to identify markers that may help to discriminate between patients responding or not responding to a particular medical therapy. The pressure on statistical methods is high because such types of studies have been and are strongly promoted in the medical community with the promise to arrive at individualized therapies based on a prediction of the outcome from a patient’s own genetic data. Due to the large number of hypotheses (which can go up to ten thousands) and the constraint on financial resources, the sample size per hypothesis is often rather small. When applying multiple test procedures to control the probability of false-positive decisions, the low sample size generally leads to a low power for identifying relevant markers. Therefore, alternative sequential screening procedures have been proposed by various authors. Early stages with a low sample size per hypothesis are used to identify promising candidates which at later stages are investigated with larger sample sizes. To demonstrate the method we again use a very simple model and consider a set of $m_1$ one-sided tests of the means of normal distributions with known variance ($\sigma^2 = 1$) with null and alternative hypotheses: $H_{0i}: \mu_i = 0$ versus $H_{1i}: \mu_i > 0$, $i = 1, 2, \ldots , m_1$. We assume independence of observations across hypotheses. The sample size is limited to a total of $N$. For the fixed sample size test we distribute $N/m_1$ observations equally over each of the $m_1$ hypotheses tests. For convenience we use the individual one-sided
p-values \( p_1, p_2, \ldots, p_{m_1} \) for the test decisions. The critical regions for the individual tests are defined by \( \{ p_i \leq \gamma \}, i = 1, \ldots, m_1 \). We apply a multiple test that tries to control the FDR [33]. The FDR is defined by FDR = \( E(V/R|R > 0)P(R > 0) \), where \( V \) is the number of erroneously rejected null hypotheses and \( R \) the total number of rejections. Hence, the FDR is the expected proportion of erroneous rejections among all rejections, if no rejection occurred it is set to zero. It is a more liberal criterion than the FWE rate (except in the situation that all null hypotheses are true). It is particularly appealing in high-dimensional problems where the experimenter tends to focus strongly on the few significant results discovered. Then it is convenient to know that the expected fraction of false-positive results among those identified to be significant is controlled independently of how many and which hypotheses have been identified. It is worth mentioning that there is a certain correspondence to characterize the statistical properties of diagnostic tests in medicine by sensitivity and specificity on the one hand and positive and negative predictive value on the other hand. Whereas controlling the FWE is related to the concept of sensitivity and specificity, controlling the FDR is related to the concept of predictive values. Hence, it is not surprising that under some simple assumptions there is a bridging to Bayesian inference: The quantity \( E(V/R|R > 0) \), called the ‘positive FDR’, is equal to the posterior probability that a null hypothesis is true, given that it has been rejected [34].

There are different ways to achieve control of the FDR. Since \( V \) and \( R \) are both random one way [34] is to estimate the FDR from the sample, \( \text{FDR}_1(\gamma) = \frac{\hat{\pi}_0 m_1}{\max(\gamma \{ p_i \leq \gamma \}, 1)} \), where \( \lambda \) is a positive pre-defined constant, \( 0 < \lambda < 1 \), e.g. \( \lambda = 0.5 \), and \( \hat{\pi}_0 = \#\{ p_i > \lambda \}/(1 - \lambda m_1) \) is an estimate of the proportion \( \pi_0 \) of true null hypotheses. Here, the number of observed \( p \)-values in the right tail of the distribution \( (> \lambda) \) is simply compared with the corresponding number that would be expected if all null hypotheses were in fact true. Now, the critical boundary \( \gamma \) for the individual \( p \)-values can be determined by numerically searching for the supremum of \( \gamma \) such that the inequality \( \text{FDR}_1(\gamma) \leq \alpha \) still holds in the given data set. Note that estimating the FDR (as a function of \( \gamma \)) is extremely simple because it requires only counting how many \( p \)-values in the sample fall below \( \gamma \) and how many lie above \( \lambda \). Storey et al. [35] have shown that the expected value of \( \text{FDR} \) is an upper boundary for the true FDR if the \( p \)-values under the null hypotheses follow independent and uniform distributions. We later apply the simple assumption that the same alternative \( \mu_i = \Delta \) holds whenever the individual null hypothesis is not true. Then we can use an asymptotic value \( \gamma \) (for large \( m_1 \)) to calculate the per hypothesis power (here identical to the expected fraction of true rejections among the alternatives). We now assume that \( m_1 = 6000 \) null hypotheses are tested, and the fraction of true null hypotheses is \( \pi_0 = 0.99 \). Then the above procedure for an FDR of 0.05 in a single-stage design with a sample size of 8 per hypothesis \( (N = 8 m_1 = 48000) \) for common alternatives with \( \Delta = 1 \) achieves an asymptotic power of 0.186 and for \( \Delta = 0.5 \) the power is as low as 0.0022 (determined by simulation since using an asymptotic critical boundary \( \gamma \) is not appropriate in this scenario). There are many different proposals for sequential procedures to improve the poor performance of single-stage designs, for references see [36, 37]. Here, I will discuss only some results for a simple example of such designs, the good old pilot design.

3.1. The pilot design

At the first, pilot stage, a proportion \( r \) of the total sample size \( N \) is distributed equally among the \( m_1 \) null hypotheses, leading to a sample size \( n_1 = r N / m_1 \) per hypothesis. All (promising) hypotheses with a \( p \)-value \( p_{i1}^{(1)} \leq \gamma^{(1)} \) in the pilot phase, \( H_{0i_1}, \ldots, H_{0i_{m_2}} \), say, are carried on to the second, the main (confirmatory) stage.
At the second stage, the remaining observations \((1-r)N\) are equally distributed among the \(m_2\) hypotheses selected at the first stage. This leads to a sample size \(n_2 = (1-r)N/m_2\). A separate multiple testing procedure to control the FDR is applied to the second-stage data, now only referring to the reduced set of individual null hypotheses \(H_{0i1}, \ldots, H_{0im_2}\).

This procedure is adaptive as the number of hypotheses \(m_2\) and the sample size \(n_2\) at the confirmatory part are random, depending on the outcome of the pilot phase. However, the design adheres to a fixed adaptation rule. Also, the critical boundary applied in the confirmatory main second stage is ‘adaptive’ in the sense that the critical boundary is estimated and depends on the data. I do not consider ‘integrated designs’ with an internal pilot phase, where the first-stage data are also used for inference in the final analysis (which do not noticeably improve the behaviour of the asymptotically optimal simple pilot approach but, by using all data collected on a hypothesis for the final test decision, is more robust against design misspecifications in the planning phase [36–38]).

Asymptotically optimal designs can be calculated by maximizing the power as a function of \(r\) and \(\gamma_1\), given \(N, m_1, \pi_0, \Delta\) and the FDR [36]. As an example taking again \(N = 48000, m_1 = 6000, \pi_0 = 0.99\) and FDR \(= 0.05\), the optimal fraction of the total sample size to be used at the first pilot stage is \(r = 0.681\) for \(\Delta = 1\) and \(r = 0.535\) for \(\Delta = 0.5\), respectively. Hence, small sample sizes of \(n_1 = 5.45\) and 4.28 (non-integer numbers from the asymptotic optimization) are applied at the first stage, respectively. The corresponding critical values for screening promising \(p\)-values in the pilot phase are \(\gamma_1 = 0.112\) and 0.059, respectively. This means that, in case of existing strong effects, more hypotheses should be carried on to the confirmatory stage for which we then require lower sample sizes (\(n_2\) values around 21) compared with the case with lower effects (\(n_2\) values around 61). The overwhelming advantage of the simple adaptive screening procedures can be seen from the power values (calculated for the fixed optimal decision boundaries and confirmed by simulations): We obtain a power 0.847 for \(\Delta = 1\) and 0.255 for \(\Delta = 0.5\) compared with 0.186 and a value below 0.01 given above for the single-stage reference design. When looking at the expected sample size at the second stage, we realize that we should choose a design where the power for the test of the screened hypotheses at the second stage is very large: Whenever we have correctly screened an alternative, the best philosophy is to avoid any type II error in the confirmatory part. The method seems to work also in the unknown variance case and for correlated test statistics [36, 38]. It can also be extended to more than two stages [37]. It is not intended to discuss any details how this procedure may be improved. The main message is that adaptive multi-stage designs are a promising tool for handling such a non-appealing problem with large number of questions and a limited total sample size for the whole experiment. The good old-screening philosophy of taking small samples at early stages of experimentation to identify promising hypotheses and to apply larger sample sizes in the strongly reduced set of screened hypotheses at later stages has to be reconsidered for this type of a problem. The crucial issue is not the type of design (pilot or integrated design) and the number of stages of the type of error control, but it is important to get rid of the non-promising hypotheses as early as possible [37]. Note that in such a scenario even randomly selecting hypotheses for a single-stage design could improve on power [39].

3.2. What to expect for prediction of clinical outcome

Finally, we change to the more delicate problem of prediction scores that have to be constructed and estimated from a large pool of such genetic markers in limited samples. We will look at the statistical properties of such scores, e.g. in terms of how well they can predict the outcome of a medical
therapy in future patients. Again, a simple scenario similar to those considered above is investigated in the last part of the paper. We assume that we have samples available of patients responding to a particular treatment \((n_r = 50)\) and of patients not responding to the treatment \((n_{nr} = 50)\). There are again \(m = 6000\) markers for which responders and non-responders follow independent normal distributions with means \(\mu_i\) and \(\mu_{nr} = \mu_{nr_i}\), \(i = 1, \ldots, m\) respectively (variance known \(\sigma^2 = 1\)). For \(m\pi_0\) markers, the means are equal \((\mu_i = \mu_{nr}, \text{ the null hypothesis is true})\), for the other \(m_e = m(1 - \pi_0)\) markers the same alternative \(\mu_i - \mu_{nr} = \Delta\) holds for the average difference between responders and non-responders. These assumptions with respect to number of markers and sample size roughly mimic the existing clinical research work [40]. Without loss of generality let us assume that the effective markers are denoted by the random variables \(Y_1, Y_2, \ldots, Y_{m_e}\), whereas \(Y_{m_e + 1}, \ldots, Y_m\) refer to the remaining non-effective markers. Clearly, in the highly symmetric and simple scenario assumed above, the best prediction of response for a future patient would be based on a linear function of his measurements \(Y_1, Y_2, \ldots, Y_{m_e}\) for the \(m_e\) effective markers using equal weights: 
\[
\sum_{i=1}^{m_e} (\mu_i - \mu_{nr}) Y_i = \Delta \sum_{i=1}^{m_e} Y_i.
\]
To consider ROC curves resulting from varying threshold values for the score. At first, we pretend to know all the effective markers and the correct (equal weights) for the markers in the linear score. As a benchmark we would like to achieve a prediction such that the ROC curve of the corresponding score crosses the point which satisfies the condition: sensitivity = specificity = 0.9. To obtain such an ROC curve the constant effect size \(\Delta\) required among the effective markers clearly depends on their number \(m_e\). For \(m_e = 1, 10\) and 60, the required effect sizes \(\Delta(m_e)\) are 2.56, 0.81 and 0.33, respectively. These numbers show that if in fact few effective markers would exist which allow a good prediction, then these markers can easily be identified from responder non-responder studies applying small sample sizes. On the other hand, for many effective markers with only moderate effect sizes the identification of effective markers in such a large set of candidates will become difficult (as can be suspected from the arguments in the previous section).

To look into the problem in more details we now drop the assumption of knowing the relevant effective markers and assume that (1) the markers for the score have to be selected among a large set of candidates and (2) the coefficients of the selected markers in the score have to be estimated, both simultaneously from the samples of 50 responders and 50 non-responders. For demonstration we use two extreme selection procedures. (i) The first selects the significant markers by a fixed sample size multiple test procedure for the \(m_1\) comparisons of the means between responders and non-responders estimating and controlling a particular FDR in the way described in the previous section. This ‘cautious’ strategy is a safeguard against the selection of markers (and the construction of a score) in case there is in fact no noticeable influence of any marker on the response to therapy. It accounts for parameter constellations close to the global null hypothesis. (ii) The second, the ‘optimistic’ or unprotected, strategy simply selects the \(k\) best markers (which show the largest mean difference between the sample of responders and non-responders). Here, the experimenter is convinced that effective markers must exist among such a large number of candidates. Basic principles are put forward that a genetic influence on a particular biological process should be present and, considering the broad range of candidates, should show up at least in a few of them. Sometimes the arguments are close to a proof by a disaster: If no effective markers would exist this would be a disaster for the theories, for the numerous research groups dealing with these kinds of problems and for funding policies.

For estimation of the score for both selection procedures we simply plug in the estimates of the mean differences between responders and non-responders of the \(k\) selected markers in the training sample: Exploiting the assumption of independent and normally distributed markers with a
common known variance leads to the score \( \hat{D} = \sum_{j=1}^{k} (\hat{m}_{ij} - \hat{n}_{ij}) Y_{ij} \), where \( Y_{ij}, j = 1, \ldots, k \), are the measurements of the \( k \) selected markers of a future patient for which a prediction of response is performed. If \( \hat{D} > c \) we predict a response, otherwise a non-response. The predictive ability of such a score is assessed by the ROC curve where sensitivity (for response) is plotted against (1—specificity) as a function of \( c \).

3.3. A simulation study

To obtain an impression of the statistical properties of data-driven scores, the two simple selection procedures combined with the simple estimation procedure for the score are investigated in a simulation study. In the samples of 50 responders and non-responders each, a total of \( m_1 = 6000 \) independently and normally distributed markers with known variance \( (\sigma^2 = 1) \) are determined. For the simulation the parameter constellations are varied in terms of the number of effective markers \( m_e = 10, 60 \). The constant effect size \( \Delta \) for the effective markers is determined as a function of \( m_e \) so that for known parameters the optimal achievable ROC curve passes through the benchmark point \((0.9,0.9)\) in the (sensitivity, specificity) plane. This leads to \( \Delta = 0.81 \) for \( m_e = 10 \) and \( \Delta = 0.33 \) for \( m_e = 60 \). Simulations were also run under the global null hypothesis of no effective marker at all \((m_e = 0)\). For the cautious selection procedure, the targeted FDR \((0.05, 0.20, 0.30, 0.50)\) for the optimistic procedure the number \( k (=5, 10, 20, 30, 60, 80) \) of selected best markers has been varied. Figure 1 shows some results from an ongoing joint research project with Alexandra Goll. Under the simple assumption made above with \( m_e = 10, 60 \) an FDR of 0.2 turns out to be a reasonable compromise to obtain a good selection in the cautious strategy just as the selection of the 20 best markers works quite well in both scenarios for the optimistic strategy. Values of 0.05 or lower for the FDR (as the significance levels usually applied in clinical trials) seem to be too restrictive for the selection of markers. The simulations show (at least in our simple model) that a better prediction is achieved by tolerating a certain proportion of nuisance markers to be included in the score. Including more nuisance markers also increases the chance of capturing effective markers. Figure 1 shows 100 simulated ROC curves resulting from selection procedures. The solid curve is the optimal benchmark curve through the point \((0.9,0.9)\) which could be achieved in the theoretical case that the effective markers and their effects are known. The dashed mean ROC curve (averaging over sensitivity for given specificity) is calculated from 1000 samples (including only samples where markers have been selected). The probability of selecting any marker is denoted by \( p_{\text{select}} \). The general tendencies that can be seen from the results using FDR = 0.2 and \( k = 20 \) in the two selection strategies, respectively, are similar for other choices of the selection parameters. In case of 10 markers with a common clear effect size of 0.81 (first row of the panels in Figure 1), the selection leads to an estimated score which, although being clearly away from the achievable optimum, still allows a reasonable prediction leading to ROC curves with points providing average sensitivities and specificities both above 0.8. If we select only the 10 best markers, the results of the optimistic strategy is better than for \( k = 20 \) as shown in Figure 1. For \( k = 10 \) (data not shown) the results are very similar to the cautious strategy with FDR = 0.2, in fact the optimistic strategy in this situation works with an FDR of about 0.23. Things get considerably worse for the case of 60 markers with rather small common effect of 0.33, for both election procedures (second row of the panels in Figure 1). The estimated ROC curves are very poor and variable. Even if exactly the 60 best markers are selected simulations show that there is no dramatic improvement in the predictive ability of the score. Note that the cautious strategy applying an FDR = 0.2 does not select any marker at all with an estimated probability of \( 1 - p_{\text{select}} = 0.44 \), whereas by definition
the unprotected procedure always ends with a score. This has dramatic consequences under the global null hypothesis (third row of panels in Figure 1): Now the unprotected procedure leads to a completely non-informative score in all cases, whereas for the cautious procedure by definition the probability to end with a selection of markers and building a score is targeted at the FDR = 0.2. This demonstrates the dilemma of the task we are faced with. It may be possible to improve the selection and estimation procedures (note, however, that we have already exploited the assumption of independence and constant variance across markers) but a contradiction will remain: Being cautious may help not to produce too many nuisance results if the postulated relationships do not exist. Being more optimistic and liberal may improve the results, particularly if the true state of nature is close to what the selection procedure is targeted at (e.g. if in our case \( k \) is close to the actual number of effective markers). However, the unprotected procedure is vulnerable for the situations of no existing effects. Here it will always produce nuisance results, and due to the large numbers of tests the magnitude of the observed best effects may mislead the experimenter. Scores proposed in the literature, e.g. to predict response to cancer therapy, seem to mirror these types of problems when validation results in external samples are reported [41].

4. DISCUSSION

Remembering the last 40 years in medical statistics and going back to the end of the sixties of the last century, things started in a rather unorganized and unregulated way. Guidelines and standards have been around for quite a time in other areas such as quality control. There was a tendency to apply rather simple methods while statisticians had to struggle with writing their own programs on insufficient hardware. Several issues considered to be crucial nowadays, such as multiplicity of statistical testing in clinical trials, were not generally agreed to be relevant. Important concepts such as interval estimation have been used rather rarely. As a reaction to this pioneering time, the following 30 years created a large amount of regulations and guidelines. This brought more and more rules into the game, e.g. in the development process of new medical treatments. The parties involved in these processes tended to adhere closely to the principles (more or less agreed by the statistical community as a paradigm to be presently applied). It is in the nature of ‘rules’ that experimenters hesitate to adopt methods that could be considered to break the rules, since they do not want to be blamed later when a trial failed for whatever reasons. In clinical trials, this led to the development of very rigid study protocols where all details of statistical planning and analysis are laid down a priori (which as I recollect led to a big step forward in the average quality of results and conclusions). This is laudable per se; however, real life is more complicated. Hence, whenever changes of a protocol seem to be necessary, it has become a common practice to achieve the required flexibility by writing amendments to the protocol. In the ethical committee of the Medical University of Vienna in 2005, on average we received more than two such amendments per protocol for drug trials (which are considered important enough to be reported to the ethical committee). Fully adaptive or flexible designs acknowledge that mid-trial design may become a necessary or at least useful option to improve an ongoing trial, particularly if unforeseen evidence from inside or outside the trial changes risks, utilities and costs assumed in the planning phase. The price to be paid for flexibility has been widely discussed. Among the methodological problems of frequentist inference in the situation that the sample space and the distribution of the sample size are not known in advance, the main problems will arise at the application side: Which measures can be taken to maintain the integrity and persuasiveness of results (considering the necessity
of decisions during an ongoing trial based on un-blinded data and possible modifications of the hypotheses connected with adaptations)?

A growing area and a new challenge in medical statistics is how to deal with a large number of hypotheses in clinical trials, e.g. in gene expression or gene association studies. More and more clinical trials in drug development are accompanied by building up banks of blood and tissue

---

Figure 1. Simulated ROC curves for the prediction of the outcome in a future patient based on a score determined from samples of 50 patients responding and 50 patients not responding to a particular therapy, respectively. A total of 6000 markers are measured, which are assumed to be independent and normally distributed with known variance. The number of effective markers is varying between \( m_e = 10 \) (first row of the panels), \( m_e = 60 \) (second row) and \( m_e = 0 \) (last row). The three left panels show the results for the selection of markers based on a multiple test with FDR = 0.2, the right panels from selecting the best observed 20 markers for the score. The solid black curve gives the optimal achievable benchmark ROC curve, where the common effect size \( \Delta(m_e) \) among the \( m_e \) effective markers is fixed such that the optimal benchmark curve crosses through the point (0.9, 0.9). The probability to select any markers is denoted by \( p_{select} \). Hundred simulated ROC curves are shown in grey colour, whereas the dotted black curve is an average over 1000 simulated ROC curves, averaging only over samples where ‘effective’ markers have been selected at all.
samples to be later used for genetic analyses. This creates various problems of how to inform the patient and get consent. As a member of ethical committees for decades I have hardly ever observed investigators telling the patients that they are looking for a needle in the haystack. One of the promises in this area is individualization of therapy based on the prediction of a patient’s outcome from individual genetic information. Limitation of resources, however, is a serious problem in such a situation. We deal with the wrong asymptotic, an increasing number of hypotheses and limited total costs (which lead to small number of samples per hypothesis). I have sketched that simple classical (and adaptive) screening-type designs may substantially improve the chances to identify relevant markers. New concepts of error control, such as the false discovery rate (FDR) bridging to Bayesian methods of inference, have been established and seem set to become a standard in this area. In the recent years, a lot of research has been performed for such designs. They have become practically relevant since the technical equipments for individually designing measurement devices have become available. Due to the clear superiority of methods based on flexible medical devices, statisticians should strongly ask for their further development instead of only dealing with methods based on standard devices already available.

At last based on simple models and methods, it has been demonstrated that it will be hard to meet the promises when statistical methods are used to perform prediction for individual patients. The large number of candidate variables creates a problem for selection of markers and estimation of suitable predictors from limited samples. Although the results achieved by the two simple philosophies for selecting and estimating prediction scores may be improved by more sophisticated methods, the basic trade-off between taking care not to produce too many nuisance findings and optimism leading to a more liberal selection of markers will remain. This should simply remind us that, as elsewhere in life, there is no such thing as a free lunch also in medical research.
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